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Abstract Öz 

Purpose: This study aims to classify open-access 
colorectal cancer gene data and identify essential genes 
with the XGBoost method, a machine learning method. 
Materials and Methods: The open-access colorectal 
cancer gene dataset was used in the study. The dataset 
included gene sequencing results of 10 mucosae from 
healthy controls and the colonic mucosa of 12 patients 
with colorectal cancer. XGboost, one of the machine 
learning methods, was used to classify the disease. 
Accuracy, balanced accuracy, sensitivity, selectivity, 
positive predictive value, and negative predictive value 
performance metrics were evaluated for model 
performance. 
Results: According to the variable selection method, 17 
genes were selected, and modeling was performed with 
these input variables. Accuracy, balanced accuracy, 
sensitivity, specificity, positive predictive value, negative 
predictive value, and F1 score obtained from modeling 
results were 95.5%, 95.8%, 91.7%, 1%, 1%, and 90.9%, 
and 95.7%, respectively. According to the variable 
impotance acquired from the XGboost technique results, 
the CYR61, NR4A, FOSB, and NR4A2 genes can be 
employed as biomarkers for colorectal cancer.  
Conclusion: As a consequence of this research, genes that 
may be linked to colorectal cancer and genetic biomarkers 
for the illness were identified. In the future, the detected 
genes' reliability can be verified, therapeutic procedures 
can be established based on these genes, and their 
usefulness in clinical practice may be documented. 

Amaç: Bu çalışma, bir makine öğrenmesi yöntemi olan 
XGBoost yöntemi ile açık erişimli kolorektal kanser gen 
verilerini sınıflandırmayı ve temel genleri tanımlamayı 
amaçlamaktadır. 
Gereç ve Yöntem: Çalışmada açık erişimli kolorektal 
kanser gen veri seti kullanıldı. Veri seti, sağlıklı 
kontrollerden 10 mukozanın ve kolorektal kanserli 12 
hastanın kolon mukozasının gen dizileme sonuçlarını 
içeriyordu. Hastalığı sınıflandırmak için makine öğrenmesi 
yöntemlerinden biri olan XGboost kullanıldı. Model 
performansı için doğruluk, dengelenmiş doğruluk, 
duyarlılık, seçicilik, pozitif tahmin değeri ve negatif tahmin 
değeri performans metrikleri değerlendirildi. 
Bulgular: Değişken seçim yöntemine göre 17 gen seçilmiş 
ve bu girdi değişkenleri ile modelleme yapılmıştır. 
Modelleme sonuçlarından elde edilen doğruluk, dengeli 
doğruluk, duyarlılık, özgüllük, pozitif tahmin değeri, 
negatif tahmin değeri ve F1 puanı sırasıyla %95.5, %95.8, 
%91.7, %1, %1 ve %90.9 ve %95.7 idi. XGboost tekniği 
sonucundan elde edilen değişken önemliliklerine göre, 
CYR61, NR4A, FOSB ve NR4A2 genleri kolorektal kanser 
için biyolojik belirteçler olarak kullanılabilir. 
Sonuç: Bu araştırma sonucunda kolorektal kanserle 
bağlantılı olabilecek genlerin yanı sıra hastalığa yönelik 
genetik biyobelirteçler de belirlendi. Gelecekte, tespit 
edilen genlerin güvenilirliği doğrulanabilir, bu genlere 
dayalı olarak terapötik prosedürler oluşturulabilir ve klinik 
pratikteki yararları belgelenebilir. 

Keywords:. Colorectal cancer, genomics, machine 
learning, XGboost model 
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INTRODUCTION 

Cancer is a heterogeneous group of diseases, also 
defined as a malignant neoplasm characterized by a 
clonal increase of abnormal cells. Another definition 
of cancer is an increase in the number of abnormal 
cells that grow excessively, multiply beyond the area 
it is in, and is likely to spread to the junction points 
and other organs of the body, defined as "metastasis". 

Cancers are most commonly caused by epithelial cells 
that coat the body's surfaces. Colon cancers (CRC) 
are carcinomas with an adenocarcinoma form that 
arise from epithelial cells in the colorectal mucosa1. 
Colorectal cancers are among the most common 
cancer-related disorders and causes of death. This 
form of cancer is one of the leading causes of 
mortality worldwide2. Colorectal cancer is the third 
most common disease in both men and women 
worldwide, with more than a million new cases 
recorded every year3. The highest incidences have 
been reported in Asia, America, Europe, Australia, 
and New Zealand from developing countries where a 
generally western diet and lifestyle are common. 
Underdeveloped and crowded countries such as 
India have the lowest incidence4. The incidence of 
these cancers increases significantly with age and can 
generally be considered a disease of advanced age5. 
According to United States data, the five-year 
survival of colorectal cancer is 65%. Between 2000 
and 2016, there was a 34% reduction in colorectal 
cancer-related mortality with cancer drug approvals6.  

Genomic technology, which processes and stores its 
outputs utilizing information technologies, is a 
science developed by advances in automation and 
bioinformatics. With the correct setup of genomic 
technology, research can be carried out in almost 
every field of medicine (Oncology, Pharmacology, 
Immunology, Biochemistry, Microbiology, etc.)7. 
Comparative studies provide opportunities for 
research such as cancerization and prediction of 
prognosis, prediction of drug response and 
personalized drug development, nature of the 
immune response, and even prediction of 
transplantation outcome8.  

Recent improvements in the analysis of genetic 
changes in cancer research and clinical application 
have been made possible by next-generation 
sequencing (NGS)9. Colorectal cancer develops due 
to a build-up of genetic (gene mutations, gene 
amplification, and so on) and epigenetic (abnormal 

DNA methylation, chromatin changes, and so forth) 
alterations that transform colonic epithelial cells into 
colon adenocarcinoma cells. Understanding the 
causes and roles of genomic and epigenomic 
instability in colon tumor formation can lead to more 
effective colorectal cancer prevention and treatment 
strategies10. For this reason, many genome-wide 
studies of colorectal cancer have been carried out, 
and gene expression data have been examined. 

While public health informatics shares many 
characteristics with other information technology 
fields, it is distinct in several respects. It is essential to 
focus on applications of information science and 
technology that benefit populations rather than 
individuals, to prevent disease instead of treating it, 
and to intervene at all vulnerable points in the causal 
chains that lead to illness, injury, or disability in order 
to take preventive action, all of which can be 
performed within a governmental rather than a 
private context 11. 

Machine learning (ML) is a subfield of artificial 
intelligence that uses data-driven learning to make 
predictions about new data when exposed to new 
data. The goal of researchers is to teach computers to 
detect complex patterns and make data-driven 
decisions12. ML methods have achieved high 
performance in many situations over the last decade, 
thanks to the availability of large datasets and 
increased computing power13. ML methods are one 
of the technologies that have seen widespread use in 
disease diagnosis and clinical decision support 
systems in recent years, and they have a wide range of 
applications. ML methods are typically used to 
classify disease prediction14,15. ML, which has a wide 
range of applications in the field of health, is the 
foundation of applications in the determination of 
genetic diseases, early detection of cancer diseases, 
and pattern recognition in medical imaging16. 
Extreme Gradient Boosting is an ML algorithm 
based on gradient augmented method and decision 
trees, which has become increasingly popular in both 
data science and remote sensing fields with its high 
classification performance17,18. The main reason for 
this method's success is its objective function in the 
learning process. It consists of the objective function, 
loss function, and regularization terms. The loss 
function calculates the difference of each predicted 
class value made by the model from the actual 
value19,20. The hypothesis of this study is whether the 
proposed the XGboost method can classify 
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colorectal cancer based on the open-access gene data 
and identify the fundamental genes associated with 
the disease. 

MATERIALS AND METHODS 

Dataset 

In the study, the XGboost method, one of the ML 
methods, was applied to the open-access colorectal 
cancer gene dataset. The open-access dataset was 
obtained from 
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?a
cc=GSE4107. The data set includes gene sequencing 
results of 10 mucosae from healthy controls and 
colonic mucosa of 12 patients with colorectal cancer.  

Feature selection 

Featureselection is an essential step in any predictive 
modeling project. This operation is also referred to as 
”Feature Selection”. One of the most critical steps in 
developing a statistical model is deciding what data to 
include. High efficiency can be achieved by 
identifying a data set's most useful valuable properties 
before working with huge data sets and models with 
high computational costs. Feature selection is the 
process of defining features in a data set that affect 
the dependent variable. The explanatory variables' 
high dimensionality can result in both long 
computation times and the risk of over-learning the 
data. 

Furthermore, the models with many features are 
difficult to interpret. Before performing statistical 
modeling, important features should ideally be 
selected21. Most ML and data mining methods may 
be ineffective when dealing with high-dimensional 
data. As a result, when the dimensionality is reduced, 
these methods produce more effective results22. Data 
sets on gene expression are quite large. Because of the 
large size of gene expression data sets, modeling 
analyses take a long time, and these data sets may 
result in computational inefficiency in the analysis. 
The model's performance may suffer due to the high 
dimensionality issue. A large number of genes in gene 
expression data sets can also cause a classification 
algorithm to overfit the training examples and 
undergeneralize new samples. In this study, LASSO, 
one of the feature selection methods, was used to 
solve these problems. Robert Tibshirani developed 
the LASSO method in 1996. The LASSO method 
constrains the sum of the absolute values of the 

model parameters to be less than a fixed value (upper 
limit). To accomplish the process, the method 
employs a throttling process that penalizes the 
coefficients of the regression variables, causing some 
of them to drop to zero. It is beneficial when the data 
set contains few observations and many variables. 
Furthermore, LASSO improves model 
interpretability by removing irrelevant variables 
unrelated to the response variable, thereby 
eliminating the problem of over-learning23. 

XGBoost 

Gradient Boosting is a powerful ML technique 
introduced by Friedman in 2001. Gradient Boosting 
is an ML technique for regression and classification 
problems that produce an ensemble of weak 
predictive models, usually decision trees, in a 
prediction model. Gradient Boosting is based on 
boosting techniques. Since it is based on the boosting 
method, it aims to construct a large number of weak 
learners in order and incorporate them into a 
complex model24,25.  

XGBoost is the abbreviation of the term Extreme 
Gradient Boosting, and its basic structure is based on 
gradient boosting and decision tree algorithms. 
Friedman developed the original version of the 
XGBoost algorithm in 200226. It became trendy in 
the world of ML after it was presented as an article 
by Tianqi Chen and Carlos Guestrin, two researchers 
at the University of Washington, at the Special 
Interest Group Association for Information 
Discovery and Data Mining of Computing Machines 
2016 conference27. 

XGBoost is a very popular algorithm used for health, 
energy, finance, etc., areas in the fields. Compared to 
other algorithms, it is in a very advantageous position 
regarding speed and performance. In addition, 
XGBoost is highly predictive, 10 times faster than 
different algorithms, and includes several several 
regularizations that improve overall performance and 
reduce overfitting or over-learning. Gradient 
boosting is an ensemble method combining weak 
classifiers with boosting to construct a strong 
classifier. The strong learner is trained iteratively, 
starting with a primary learner. Both gradients 
boosting and XGBoost follow the same principle. 
The main differences between them lie in the 
implementation details. By using different 
regularization techniques, XGBoost achieves better 
performance by controlling the complexity of the 
trees28.  
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Modeling 

XGBoost, one of the ML methods, was used in the 
modeling. Analyzes were carried out using the n-fold 
cross-validation method. In the n-fold cross-
validation method, the data is first divided into n 
parts, and the model used is applied to n parts. One 
of the n parts is used for testing, while the other n-1 
parts are utilized for training the model. The mean of 
the obtained values is evaluated for the cross-
validation method. Accuracy, balanced accuracy, 
sensitivity, selectivity, positive predictive value, 
negative predictive value, and F1-score were used as 
performance evaluation criteria. The methods used in 
the modeling were made using the R programming 
language. 

Study protocol  

This study, which was prepared using the National 
Center for Biotechnology Information Gene 
Expression Omnibus open-access dataset involving 
human participants, was following the ethical 
standards of the institutional and national research 
committee and with the 1964 Helsinki Declaration 
and its later amendments or comparable ethical 
standards. Ethical approval was obtained from the 
Inonu University Institutional Review Board (IRB) 
for Non-Interventional Clinical Research 
(2022/3650). STROBE (Strengthening the reporting 
of observational studies in epidemiology) guideline 
was utilized to assess the likelihood of bias and 
overall quality for this study29. 

Statistical analysis 

IBM SPSS (Statistical Package for the Social Sciences, 
Inc, Chicago, IL, USA) Statistics 25.0 program was 
used in the analysis. The number of patients required 
for the comparison of two independent groups 
consisting of patients with and without colorectal 
cancer was calculated using the G*Power 3.1 package 
program [alpha= 0.05, power (1-beta) =0.8, effect 
size=1.40, allocation ratio=1, alternative hypothesis 
(H1)= two tailed]. As a result of the analysis, the 
number of patients required in each group was 
determined as 10. The Shapiro Wilk normality test 
was used to determine whether the variables had a 
normal distribution. Data were given as median 
(minimum-maximum) and mean± standard 
deviation. The independent t-test was used for the 
analysis of normally distributed gene expression 
(MIER1, CYR61, HSPA1B///HSPA1A, DSC2, 

CYP2B7P///CYP2B6, FOS, FRYL, HOXA10-
HOXA9///MIR196B///HOXA9, PTGR1), while 
the Mann-Whitney U test was used for the analysis of 
non-normally distributed genes (FOSBNR4A1, 
FOSB NR4A1, NR4A2, RSRP1, ADAMTS1, 
SFRP2, CCDC3). P-value <0.05 was considered 
statistically significant.  

RESULTS 

The data set consists of 10 male (45.5%) and 12 
female (54.5%) patients. The mean age of the patients 
was 40.27 ± 7.66. There were 5 males and 7 females 
in the patient group and 5 males and 5 females in the 
control group. While the mean age of the patient 
group was 40.91 ± 8.31, the mean age of the control 
group was 39.5 ± 7.16. 

 

Figure 1. Graph of values for performance criteria 
obtained from XGboost models 

In the current modeling stage, 17 genes remained in 
the data set obtained by applying the LASSO feature 
selection method to the data set of 54675 genes. The 
descriptions of the data set created with these genes 
and the descriptors of the examined target variable 
are presented in Table 1. The results of the 
performance metrics obtained according to the 
results of the XGboost model are given in Table 2. 

Accuracy, balanced accuracy, sensitivity, specificity, 
positive predictive value, negative predictive value, 
and F1 score obtained from the XGboost model 
were 95.5%, 95.8%, 91.7%, 1%, 1%, and 90.9%, and 
95.7%, respectively. Figure 1 plots the values of 
performance criteria obtained from the XGboost 
model. Figure 2 shows the variable importance values 
of genes for the XGboost model 
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Table 1. Descriptive statistics for Input variables 

Gene name Prop number Groups p 

Colorectal Cancer Control 

Mean± SD Median (Min-Max) Mean± SD Median (Min-
Max) 

MIER1 1555105_a_at 341±87 361 (212-534) 666±191 629 (458-1111) <0.001* 

CYR61 201289_at 8645±4450 8332 (3440-18477) 136±59 113 (66-228) <0.001* 

NR4A1 202340_x_at 1656±1201 1305 (460-4350) 104±104 67 (16-355) <0.001** 

HSPA1B///HSPA1A 202581_at 655±259 615 (320-1223) 1995±692 1807 (917-3009) <0.001* 

FOSB 202768_at 3229±4715 1814 (529-17762) 18±10 13 (10-41) <0.001** 

NR4A2 204621_s_at 870±796 565 (347-2921) 137±64 144 (26-232) <0.001** 

DSC2 204750_s_at 532±301 513 (43.7-916) 1542±469 1469 (989-2380) <0.001* 

CYP2B7P///CYP2B6 206754_s_at 397±243 360 (10.7-981) 1905±833 1787 (685-3287) <0.001* 

RSRP1 209006_s_at 512±335 417 (214-1432) 1655±553 1643 (851-2646) <0.001** 

FOS 209189_at 15568±7750 12793 (3883-33539) 422±220 358 (164-788) <0.001* 

FRYL 212548_s_at 4854±1409 5246 (2142-6794) 8108±1676 8182 (5040-11260) <0.001* 

HOXA10-
HOXA9///MIR196B/// 
HOXA9 

214651_s_at 986±284 914 (436-1474) 2134±437 2162 (1576-2714) <0.001* 

ADAMTS1 222486_s_at 774±624 525 (238-2362) 57±51 25 (10-137) <0.001** 

SFRP2 223122_s_at 1999±2225 1463 (305-8190) 46±58 18 (3-161) <0.001** 

CCDC3 223316_at 913±689 741 (289-2796) 44±56 21 (15-199) <0.001** 
PTGR1 231897_at 1167±528 1028 (507-2197) 2996±671 2818 (2184-4022) <0.001* 

 233932_at 190±84 154 (93-335) 53.55±51 35 (3-136) <0.001* 

*: Independent sample t-test; **: Mann Whitney U test; Min: minimum; Max: maximum; SD: Standard deviation 

Table 2. Values for the metrics of the classification performance of the XGboost model 

Metric Value (%) 

Accuracy 95.5 

Balanced Accuracy 95.8 

Sensitivity 91.7 

Specificity 100 

Positive predictive value 100 

Negative predictive value 90.9 

F1 score 95.7 

 

Figure 2. The graphic of variable importance values for the XGboost model 
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DISCUSSION 

Public health informatics is described as the 
systematic application of information to public health 
practice through computer science and technology. 
Surveillance, prevention, preparedness, health 
promotion, research, and learning are all public health 
practices that use informatics. As the contemporary 
era has progressed, computer technology has become 
an indispensable instrument for improving the usage 
of public health surveillance. Although informatics 
has been widely used in many industries, its 
application in public health has been limited in the 
literature 30. The current study presents the 
classification of colorectal cancer based on gene 
sequencing data with the Xgboost model regarding 
informatics systems in public health. 

In recent years, the global prevalence of CRC has 
increased at an alarming rate. In 2020, an estimated 
1.93 million new CRC cases will be diagnosed and 
0.94 million CRC-caused deaths worldwide, 
accounting for 10% of global cancer incidence (total 
19.29 million new cases) and 9.4% of all cancer-
caused deaths (total 9.96 million deaths). According 
to estimates, CRC is the third highest cause of cancer-
related deaths in both men and women worldwide in 
2020, with an anticipated 515,637 male and 419,536 
female fatalities in 2020 31. Great efforts and advances 
have been made to better understand the 
pathophysiology of CRC. Endoscopic resection, local 
surgical excision, targeted therapy, radiation therapy, 
ablative treatments, chemotherapy, immunotherapy, 
and genomic studies of the disease have increased the 
overall survival of the disease 31,32. The prevalence of 
CRC varies by country. Hungary, Slovakia, Norway, 
the Netherlands, and Denmark had the highest age-
standardized incidence rates in 2020, with rates of 
45.3, 43.9, 41.9, 41.0, and 40.9 cases per 100,000 
people, respectively. Guinea, Gambia, Bangladesh, 
Bhutan, and Burkina Faso had the lowest age-
standardized incidence rates in 2020, with 3.3, 3.7, 
3.8, and 3.8 cases per 100,000 people, respectively. In 
2020, China and the United States had the most 
significant estimated number of new CRC cases, and 
the number of new cases is expected to rise steadily 
over the next 20 years due to demographic reasons. 
With its increasing incidence, large numbers of CRC 
cases pose a growing global public health problem 31. 
Therefore, it is necessary to develop treatments by 
fully revealing the physiology of the disease.  

The widespread use of next-generation sequencing 
(NGS) has led to a relatively clear understanding of 
the genomics of colorectal cancer. However, progress 
in using molecular biomarkers in standard practice 
for the disease has been slow. There is currently no 
approved targeted therapy for CRC based on a 
positive predictive marker used 32. It is known that 
sequential genomic and epigenetic changes cause 
CRC, and many genomic studies are being conducted 
to identify biomarkers with the clinical benefit that 
may be associated with the disease, and more are 
needed. 

In the dataset used in this study, samples taken from 
the colon mucosa of colorectal cancer patients and 
the colonic mucosa of the control group were 
examined in terms of genomics. Gene expression 
profiles were obtained from the samples obtained 
from the mucosa. As a result, 54675 genes were 
obtained for 22 samples (12 colorectal cancers, 10 
controls). Gene expression datasets are pretty large, 
and due to their large size, modeling with these 
datasets can cause take a long time analysis and 
computational inefficiency in the analysis. Therefore, 
before modeling with the existing data set, the most 
important genes associated with the output variable 
were selected by the Lasso variable selection method. 
Seventeen genes were selected by this method. 
Moreover, these genes were used in modeling. The 
accuracy, balanced accuracy, sensitivity, specificity, 
positive predictive value, negative predictive value, 
and F1 score metrics obtained with the XGboost 
model used were 95.5%, 95.8%, 91.7%, 100%, 100%, 
90.9%, and 95.7%, respectively. According to these 
results, the disease was classified correctly. CYR61, 
NR4A, FOSB, and NR4A2 genes can be used as 
biomarkers for colorectal cancer according to the 
variable importanceobtained from the XGboost 
method result.  

One study used ML technology to predict the risk of 
postoperative recurrence in stage IV colorectal 
cancer patients. The study used logistic regression, 
decision tree, GradientBoosting, and lightGBM as 
ML methods. According to the results obtained, 
GradientBoosting was the most successful method 
and determined five influential variables associated 
with the disease33. Another study predicted the risk 
factors associated with recurrence in patients with 
colorectal cancer by using five ML classification 
techniques, including support vector machine, 
random forest, multivariate adaptive regression 
splines, extreme learning machine, and extreme 
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gradient boosting34. The Cancer Genome Atlas 
(TCGA) network performed a comprehensive 
molecular characterization of 224 resected colon and 
rectal tumors, demonstrating similar patterns of 
genomic alterations in these tumors, identifying 
recurrent genomic alterations, and characterizing 
tumors. This was one of the most significant 
milestones in the fight against colorectal cancer32,35. 
One study reported that NR4A2 is abnormally 
expressed in colorectal cancer cells36. In another 
study, high expression of CYR61 was reported to be 
associated with poor prognosis in colorectal cancer37. 
In another study, Cyr61 expression was evaluated in 
251 colorectal cancer patients, and 157 showed 
strong Cyr61 expression38. Another study reported 
that FOSB was regulated in normal and tumor tissues 
in colorectal cancer patients39. 

XGBoost model suggested that the CYR61, NR4A, 
FOSB, and NR4A2 genes were associated with 
colorectal cancer according to the degree of 
importance values. The current research had a few 
limitations. Primarily, the open-access data set was 
employed for the related classification task. The use 
of actual data, including more extensive patient data 
on colorectal cancer, may offer more clinically useful 
information. Secondly, the genes used for the 
classification of colorectal cancer in this study are 
limited to those in the open-source dataset, and 
examining different genes in future studies may 
provide more comprehensive clinical implications. 

As a result, with this study, genes associated with 
colorectal cancer were determined, and genomic 
biomarkers for the disease were revealed. The 
reliability of the genes obtained with more 
comprehensive analyses in the future can be tested, 
treatment approaches can be developed based on 
these genes, and their usability in clinical practice can 
be detailed. Thus, the way to make individual-based 
treatments and immunotherapy approaches more 
prone to clinical practice will be possible from the 
clinical point of view. 
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