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 Aim: The aim of this study is to develop a public web-based theoretical probability distributions 
software (KODY) that can calculate probabilities for discrete and continuous distributions. 

Materials and Methods: The Discrete Uniform, Bernoulli, Binomial, Multinomial, Poisson, 
Geometric, Negative Binomial, Hypergeometric and Zeta (Zipf) distributions from the discrete 
distributions are explained. Among the continuous distributions, The Continuous Uniform, Beta, 
Normal, Log-Normal, Exponential, Gamma, Weibull, Rayleigh, Logistics, Pareto, Laplace, 
Cauchy and Erlang distributions are elucidated. Illustrative examples are presented on 
hypothetical medical data. The software was developed using the MATH and DASH libraries of 
the Python programming language. 

Results: When making statistical analysis, the feature of the distribution is essential. Because the 
descriptive and analytical statistical methods to be applied to data with different distributions are 
also different. Probability distributions of variables are important in the effectiveness of these 
methods. For this reason, it is an essential step for researchers to determine the probability 
distributions of their data before starting their studies. It is thought that the software developed in 
this study will enable researchers to make the necessary calculations in probabilistic estimates 
regarding the theoretical probability distributions. The developed software can be accessed at 
http://biostatapps.inonu.edu.tr/KODY/. 

Conclusion: The open access web-based software with Turkish/English language options may 

guide and contribute to researchers in probabilistic estimation processes regarding theoretical 

distributions. In the later stages of this study, it is foreseen to develop simulation processes 

based on each probability distribution. 
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1. INTRODUCTION 
 
HE science of statistics, which developed to determine the 

factors affecting complex events that occur as a result of 

the rapid developments in the fields of science and 

technology, to predict uncertainties and to eliminate the risks 

caused by uncertainty, has led to the development of 

probability theory [1]. 
A random variable is a variable whose discrete or 

continuous values are random, and a probability distribution 
for these values can be defined. In other words, this variable 
shows all possible measurable values in the sample space. 
Random variables are frequently used in probability 
calculations in physics, chemistry, engineering, biology, and 
medical sciences. Properties of probability distributions of 
random variables in statistical analysis and it is fundamental 
in choosing the analysis method and interpreting the results. 

Since these analyzes are based on a specific theoretical 
distribution, the variable (s) we use in the analysis must fit this 
theoretical distribution. Theoretical distributions are also a 
probability distribution [2]. 

The most important task in applying the probability 
concept is to find the probability function suitable. Today, 
many events are different from each other and have a complex 
structure. Since it would be difficult for a researcher to search 
for a different probability function for each different event in 
terms of time, information and possibility, probability 
functions have been developed in specific patterns related to 
events that provide certain properties. These probability 
distributions are divided into two as discrete and continuous 
probability distributions. Discrete probability distributions 
describe the possible distributions in the occurrence of a 
random and countable event. If the element of the set 
consisting of the possible outcomes of an event takes a value 
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in a continuous range, this random variable is called a 
"continuous random variable". Furthermore, the probability 
distribution of this random variable is called the continuous 
probability distribution. The discrete sampling space points in 
the discrete probability function are based on the continuous 
probability function's continuous sampling space [3]. 

In the field of health, probability distributions are 
frequently used in daily life. For example, the estimation of 
how many patients will apply to the hospital one day, how 
long the disease will be treated with a particular drug, the 
probability of a patient being discharged, the probability of 
dying if the patient is not bypassed, etc. situations are used in 
daily life. 

The aim of this study is to develop a public web-based 

theoretical probability distributions software (KODY) that 

can calculate probabilities for comprehensive discrete and 

continuous distributions.  There are calculations for The 

Discrete Uniform, Bernoulli, Binomial, Polynomial, Poisson, 

Geometric, Negative Binomial, Hypergeometric and Zeta 

(Zipf) distributions in the section of discrete probability 

distributions in software. In the section of continuous 

probability distributions, there are The Continuous Uniform, 

Beta, Normal, Log-Normal, Exponential, Gamma, Weibull, 

Rayleigh, Logistics, Pareto, Laplace, Cauchy and Erlang 

distributions. The developed software can be publicly 

accessed at http://biostatapps.inonu.edu.tr/KODY/. 
 

2. MATERIALS AND METHODS 
 

2.1.1.1. Hypothetical examples  

The calculation of illustrative examples for the usability 

and applications of theoretical probability distributions in 

Medicine and other health fields was carried out with the 

software proposed in this study. 

 
2.1.1.2. Theoretical Distributions 

Any theoretical distribution is a mathematical function 

defined as y = f (x). y indicates the frequency at which x values 

occur. f (x) is also called the density function [3]. 

f (x) has the following properties in case the x variable is 

continuous. 

 

0 ≤ 𝑓(𝑥) ≤ 1          −∞ ≤ 𝑥 ≤ ∞          ∫ 𝑓(𝑥)𝑑𝑥 = 1
∞

−∞
 

f (x), If the variable x is discrete, it has the following 

properties.  
 

0 ≤ 𝑓(𝑥) ≤ 1           𝑎 ≤ 𝑥 ≤ 𝑏                       ∑ 𝑓(𝑥) = 1𝑏
𝑎  

 

Parameters and related explanations of the software's 

theoretical probability distributions are given in Tables 1 and 

2. 

 
2.1.1.3. Discrete Probability Distributions   

The discrete probability function contains a countable 
infinite number or finite discrete results obtained from the 
sample space. The discrete probability distributions used in 
the study are explained below.  

 
2.1.1.4. The Discrete Uniform Distribution 

It is one of the simplest of discrete uniform distributions and 

assumes that each of the random variables has equal 

probability. If X is a random variable x1, x2, x3, ..., xk. If it is 

assumed that it has equal probabilities with its values, then a 

discrete uniform distribution is mentioned [4]. 

 
2.1.1.5. Bernoulli Distribution 

When interested in two results, which are called success and 

failure in an experiment, this experiment is called the (two-

result) Bernoulli experiment or the Bernoulli test. For 

example; Bernoulli distribution is mentioned in the event that 

has two-state outcomes such as successful-unsuccessful, 

intact-broken, positive-negative, dead-alive, patient-healthy. 

This distribution has repeatability under the same conditions 

and success does not change from experiment to experiment 

[5]. 

 
2.1.1.6. Binomial Distribution 

An experiment that occurs when a Bernoulli experiment 
with a probability of success is repeated n times 
(independently) under the same conditions is called the 
binomial test. The binomial test must fulfill the following 
conditions: 

• The number of subjects in the sample or the number of 
trials must be constant during the experiment. 

• Trials are independent from each other. 

• Each attempt has two possible outcomes (desired and 
undesired event). 

• The event probability p of interest in each trial is 

constant. Therefore, the probability of adverse events is 

invariant at q = 1-p. 

The binomial distribution is a discrete probability 

distribution. When a random variable has a binomial 

distribution, it is denoted by X ˷ b (n, p). This distribution is 

frequently used in sampling and quality control areas in 

statistics [6]. 

 
2.1.1.7. Multinomial Distribution 

The Multinomial Distribution is a generalized form of the 

binomial distribution. If there are more than two results in 

each trial, if the probabilities of similar results in each 

experiment are equal and all trials are independent from each 

other, then a multinomial distribution is mentioned [7]. 

 
2.1.1.8. Poisson Distribution 

This distribution is used in situations where the probability of 

an event occurring in a given time interval is minimal. The 

time interval given can be in terms of minutes, days, weeks or 

years. For example, Poisson distribution can be used for 

natural disasters or rare diseases that occur in a certain year. If 

the number of subjects, n, is large and the probability of 

success p is too small, the binomial distribution approaches 

the Poisson distribution. In general, when np≤5, the Poisson 

distribution can be used instead of the binomial distribution. 

In addition, there is a condition that n should be greater than 

20 [8]. 

 
2.1.1.9. Geometric Distribution 

X, the number of experiments performed to obtain the 

first desired result (success or failure) in a Bernoulli 

experiment repeated n consecutive times, is called a geometric 

random variable. The distribution of this variable is called the 

geometric distribution. If the X random variable has a 

geometric distribution, it is shown in the format X ~ Geo (p). 
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What is desired in the geometric distribution is to determine 

the number of experiments required to achieve the initial 

success. It is a distribution used for quality control purposes 

[9]. 

 

2.1.1.10. Negative Binomial Distribution 
The negative binomial distribution is one of the discrete 

probability distributions used to calculate the probability of 

occurrence of the rth success in an event in x trials. The 

assumptions required for the Bernoulli distribution are also 

valid for this distribution. This distribution forms the negative 

binomial regression analysis basis and is used in cases where 

the dependent variable shows a negative binomial 

distribution. The negative binomial distribution, which is the 

generalized form of the geometric distribution, is used to 

determine the number of experiments required to achieve k 

successes [10]. Variables with quantitative and discrete data 

types such as the number of COVİD-19 tests performed, the 

number of births, the number of cases, and the number of 

deaths can be given as examples that show a negative binomial 

distribution. 

 

2.1.1.11. Hypergeometric Distribution 
The hypergeometric distribution is the distribution of 

success numbers for an operation in which n successive 

objects are pulled in series without substituting them through 

from a finite population. The hypergeometric distribution 

should satisfy the following conditions: 

•   N trials can be repeated under similar conditions. 

•   Each trial has two possible results. 

• Non-refundable sampling is made from the finite 

 population. 

•   As the sampling is non-refundable, the probability of     

     success (p) varies from experiment to experiment. 

Hypergeometric distribution, unlike the binomial 

distribution, does not require independence and can be 

sampled without substitution. The unit tested or used in such 

sampling will become unusable and cannot be replaced. The 

hypergeometric distribution is used primarily in electronic 

testing and quality assurance [11]. 

 

2.1.1.12. Zeta (Zipf) Distribution 
The Zipf distribution is commonly used to provide a 

close model for the size or rank of an object randomly chosen 

from certain types of populations. The Zipf random variable 

has wide applications when a very small number of outcomes 

occur quite frequently but a very large number of outcomes 

occur quite rarely [12]. 
 

2.1.1.13. Continuous Probability Distributions 
If a continuous random variable can take every value in 

the range (a, b), it is said that this variable has a continuous 

probability distribution. Continuous Probability Distributions 

used in the study are explained below. 
 

2.1.1.14. The Continuous Uniform Distribution 
Let the range of variability of X Random variable be (a, 

b). In other words, a is the minimum value that X can have and 

b let X be the maximum value that it can take. 
If the interval (a, b) is proportional to the probability of 

X, this variable has a continuous uniform distribution [13]. 

 

 

 

2.1.1.15. Beta Distribution 
In probability theory and statistics, the beta distribution 

is a continuous probability distribution normalized with two 

positive shape parameters (α and β) in the range [0,1]. Beta 

distribution has often been applied to model random variables 

with finite length ranges in various domains or the random 

behavior of percentages and ratios [14]. 

 

2.1.1.16. Normal Distribution 
Most of the methods used in practical statistics are based 

on Normal distribution. This distribution was first discovered 

in 1733 by Abraham de Moivre (1667-1745) as a distribution 

in which the sum of variables showing the Binomial 

distribution converges. The normal distribution has a bell-

shaped symmetrical plot. The mean (expected value = E (x)) 

value for this distribution is denoted by μ. The normal scatter 

plot is always symmetrical with respect to the μ value. 

Calculations are made over this value. μ is the largest value on 

the chart. The continuous random variable X can take all 

values on the real axis under a normal distribution. So, the 

range -∞ <x <+ ∞ is the range of variability. The area under 

the curve f (x) is always 1 [15]. 

 

2.1.1.17. Log-Normal Distribution 

If the logarithm X is a normally distributed logX~ N ((, 

2) random variable, then the X random variable has a 

lognormal distribution. The probability density function of the 

random variable X can be obtained by applying a logarithmic 

transformation to the probability density function of the 

normal distribution. The probabilities of the lognormal 

distribution can be calculated using the standard normal 

distribution. In a lognormal distribution, the random variable 

can only take positive values [16]. 

 

2.1.1.18. Exponential Distribution 
An exponential distribution occurs naturally when 

modeling the time interval between independent events. 

Exponential distribution occurs as the time until a particular 

event occurs. The exponential distribution is the only 

continuous distribution that has memoryless property. 

Exponential distribution can be used in modeling lifetimes. It 

can be used when  =1 in the gamma distribution and the 

geometric distribution used in discrete situations [17]. 

 

2.1.1.19. Gamma Distribution 
The gamma distribution is frequently used in 

engineering, science, and business to model continuous 

variables with skewed distributions. The importance of the 

Gamma distribution stems mainly from its relationship with 

exponential and normal distributions. In this distribution, 

variables and results are always positive. Gamma distribution 

occurs naturally when a particular random process is 

considered over time [18]. For example, patients coming to 

the hospital need to line up in a network of clinical staff, x-ray 

machines, operating theaters, and beds, and the time spent on 

each can be defined by the gamma distribution. 

 

2.1.1.20.  Weibull Distribution 
The Weibull distribution deals with the time it takes for 

different systems to fail. The parameters of the distribution 

provide great flexibility in modeling the system. Here, the 

error (deterioration) numbers in the system increase, decrease, 

or remain the same depending on time. The Weibull 
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distribution is a distribution with positive random variables. 

The cumulative probability function for the Weibull 

distribution is a stretched function. Weibull distribution is 

used to analyze life and survival data because it is very elastic 

and can be changed easily. Weibull is the most used statistical 

distribution to determine wind energy potential [19]. 

 
2.1.1.21. Rayleigh Distribution 

Rayleigh distribution, a special case of the Weilbull 

distribution, reflects a situation in which the dimensions of a 

two-dimensional vector (0 origin) are normally distributed. 

These dimensions must also be independent and have the 

same variance. In this case, the size of the vector will have a 

Rayleigh distribution [20]. 

 
TABLE 1 

PARAMETERS AND DESCRIPTIONS FOR DISCRETE PROBABILITY 

DISTRIBUTIONS IN THE KODY 

Distribution Parameter Description 

The Discrete 

Uniform  
k Value Number of random variables 

Bernoulli  
p Value Probability of Success 

x Value Random Variable 

Binomial  

p Value Probability of Success 

N Value Number of Attempts 

K Value Number of Success 

Multinomial  

p1 Value First Probability Value 

p2 Value Second Probability Value 

p3 Value Third Probability Value 

N Value Number of Attempts 

X1 Value First Random Variable 

X2 Value Second Random Variable 

X3 Value Third Random Variable 

Geometric  

p Value Probability Value 

Step Value 
It is the number of attempts made 

until the first success is achieved. 

Hypergeometric  

n Value Sample Observation Value 

m Value 
Number of Members in the 

Population Value 

N Value 
Number of Population Members 

Value 

k Value Sample Success Value 

Poisson  

x Value Random Variable 

Lambda 

Value 

Average Number of Events in a 

Range 

Negative 

Binomial  

p Value Probability of Success 

N Value Number of Trials 

K Value Number of Success 

Zeta (Zipf)  
x Value Random Variable 

s Value Zeta Distribution Parameter 

 

1.1.1.1. Logistic Distribution 
The cumulative distribution function of the logistic 

distribution is a logistic function, and this function also plays 

a role in logistic regression and neural networks. Although the 

logistic distribution curve resembles the normal distribution 

curve in shape, it is flatter than the normal distribution curve 

since it has wider tails. The relevant distribution a wide range 

of applications from growth modeling to logistic regression 

analysis, from physics to hydrology, from chess score ratings 

to sports modeling, from logit models to artificial neural 

networks [21]. 

 

 

 

1.1.1.2. Pareto Distribution 

There are many practical applications of the Pareto 

distribution in probability theory and statistics. This 

distribution is a continuous probability distribution or a power 

theory used where stability is obtained in the distribution of a 

"small" object to a "large" object. It is first used by Vilfredo 

Pareto, an Italian economist, to show the wealth distribution 

of individuals in economies [22]. 
 

TABLE 2 

PARAMETERS AND DESCRIPTIONS FOR CONTINUOUS PROBABILITY 

DISTRIBUTIONS IN THE KODY 

Distribution 
Paramete

r 
Description 

The Continuous Uniform  

x Value Random Variable 

a Value 
Minimum value of a 

random variable 

b Value 
Maximum value of a 

random variable 

Beta  

x Value Random Variable 

α Value Shape Parameter 

β Value Shape Parameter 

Log Normal  

μ Value Arithmetic Mean 

Sigma 

Value 
Standard Deviation 

x Value Random Variable 

Normal  

μ Value Arithmetic Mean 

Sigma 

Value 
Standard Deviation 

x Value Random Variable 

Exponential  
μ Value Arithmetic Mean 

x Value Random Variable 

Gamma Distribution 

N Value N Value of Gamma 

x Value Range Value 

Lamda 

Value 
Ratio Parameter (λ) 

Weilbull  

Alfa Value Scale Parameter 

K Value Shape Parameter (or slope) 

x Value Random Variable 

Rayleigh  

Sigma 

Value 
Standard Deviation 

x Value Random Variable 

Logistic  

µ Value Location Parameter 

Sigma 

Value 
Scale Parameter (σ) 

x Value Random Variable 

Pareto  

Alfa Value Location Parameter (α) 

Beta 

Value 
Shape Parameter (β) 

x Value Random Variable 

Laplace  

Lamda 

Value 
Scale Parameter (λ) 

X Value Random Variable 

Cauchy  

Alfa Value Location Parameter (α) 

Beta 

Value 
Scale Parameter (β) 

x Value Random Variable 

Erlang  

x Value Random Variable 

λ Value Rate Parameter 

k Value Shape Parameter 
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1.1.1.1. Laplace Distribution 

In probability theory and statistics, the Laplace 

distribution is a continuous probability distribution named in 

memory of Pierre-Simon Laplace. It is also referred to as the 

double exponential distribution since it consists of two 

exponential distributions, which are glued back to each other 

and combined by including a position parameter. A random 

variable with two independent and precisely the same 

exponential distribution functions as a Laplace distribution. 

The Laplace distribution is the distribution of the differences 

between two independent exponentially distributed random 

variables [23]. 

 
1.1.1.2. Cauchy Distribution 

The Cauchy distribution plays a unique role in statistical 

theories. The Cauchy distribution is symmetrical and shows a 

bell-shaped distribution in the range of  (− ,). Although the 

Cauchy distribution does not look very different from the 

normal distribution, it contains large differences compared to 

the normal distribution. One of these is that the mean and 

moment of the Cauchy distribution are absent. The standard 

Cauchy distribution is the same as the Student t-distribution 

with 1 degree of freedom [24]. 

 
1.1.1.3. Erlang Distribution 
The Erlang distribution is a generalization of the 

exponential distribution. While the exponential random 

variable describes the time between adjacent events, the 

Erlang random variable describes the time interval between 

any event and the kth following event [25]. 

 
1.1.1.4. Web-Based Software 

The theoretical probability distribution software is a 

web-based platform and can be used free of charge from any 

device(s) with an internet connection (desktop computer, 

laptop, mobile phone, etc.). The software was developed using 

the math and DASH libraries in the Python programming 

language [26]. The software includes English and Turkish 

language options. The current software can be accessed at 

http://biostatapps.inonu.edu.tr/KODY/.   

 
3.  RESULTS 

The following examples were illustrated for binomial 

and Poisson distributions in order to demonstrate the working 

style and principle of the software.  

Examples of Discrete Probability Distributions in 

KODY 

An example for Binomial Distribution: 

The probability of a successful result of a particular 

surgery is 80%. What is the probability that 6 out of 10 

operated patients will recover? (K: Number of patients 

recovering after surgery) 

 

 
Fig.1. An example for Binominal Distribution 

 

The average number of people who died in a week from 

a rare disease in a city is 4. What is the probability that three 

people will die from this disease in a given week? 
 

 

 
Fig.2. Examples of Poisson Distributions 

 

An example for Normal distribution: 

The average length of stay of the patients in Farabi 

Hospital is = 9 days, 𝜎 = 4 days. What is the probability that a 

randomly selected inpatient will be discharged on the 5th day? 

 

 
Fig.3. An example for normal distribution 

 

It is known that the operating time (in hours) of 

electronic devices used in a hospital conforms to an 

exponential distribution and the average non-defect working 



49 

 

  

THE JOURNAL of COGNITIVE SYSTEMS, Vol.6, No.1, 2021 

Copyright © The Journal of Cognitive Systems (JCS)                              ISSN: 2548-0650                                                                     http://dergipark.gov.tr/jcs 

 

time is calculated to be 24 hours. Accordingly, what is the 

probability that a randomly selected device will non-defect 

work for 36 hours maximum? 

 

 
Fig.4. An example for Exponential distribution 

 

4. DISCUSSION 
Probability is one of the methods used to generalize the 

information obtained by examining the frequency of 

occurrence of an event through examples. The frequency and 

rate of occurrence of random events in society are called 

probability. When we look at the health problems examined 

in society, we observe that different results occur in the units 

under similar conditions. For this reason, health issues are 

random events that give different results even under stable 

conditions. Individuals with health problems have biological 

variability. Results obtained from health problems arise by 

chance.  Thus, the concepts of probability and probability 

distributions are essential in medicine [27]. Therefore, in this 

study, a theoretical probability distribution software that 

includes probability calculations for comprehensive discrete 

and continuous probability distributions has been developed 

using Python programming language. 

In virtually every aspect of life, randomness, and 

uncertainty, which always go synonymously, exist. To this 

effect, almost everyone, through intuition or experience, has a 

basic understanding of the term probability. The analysis of 

probability derives from the study of certain games of chance. 

Probability is the measure of the chance of an event occurring 

and, as such, finds applications in uncertain disciplines. 

Probability theory is used extensively, to name just a few, in a 

host of fields in science, engineering, medicine, and business. 

Probability theory is nothing but common sense reduced to 

calculation, as claimed by Pierre-Simon Laplace, a prominent 

French scholar. A probabilistic model is required in order to 

account for uncertainties in a random experiment. As a 

simplified approximation to an actual random experiment, a 

probability model provides sufficient details to include all 

significant aspects of the random phenomenon. Models of 

probability are generally based on the fact that averages 

obtained from random experiments in long sequences of 

independent trials almost always give rise to the same value. 

In many instances, this property, known as a statistical 

regularity, is an experimentally verifiable phenomenon. As 

the relative frequency of the event, the ratio representing the 

number of times a particular event happens over the number 

of times the trial has been repeated is defined. When infinity 

is approached by the number of times the experiment is 

repeated, the relative frequency of the event, which 

approaches a limit due to statistical regularity, is called the 

definition of probability of relative frequency. Note that this 

limit, based on an a posteriori approach, cannot really exist, 

because the number of times repeated in a physical experiment 

can be huge, but always finite [12]. In addition to applying 

many statistical and data science models, the theoretical 

distributions are frequently used in the verification of different 

methods in which hypothesis tests are evaluated for various 

assumptions or propositions. Knowing the structure of the 

distribution of the properties studied and predicting the 

occurrence of the event of interest is widely applied in 

biomedical research. 

When the literature is examined, a web-based tool called 

MATCH was developed in a study to determine probability 

distributions about uncertain model parameters. The tool is 

free to use and includes five methods for extracting univariate 

probability distributions. These are normal, student-t, scaled 

beta, gamma, log-normal distributions [28]. When the 

MATCH tool is compared with the theoretical probability 

distribution software developed in this study, MATCH tool 

includes restricted distributions and makes parameter 

estimation by examining the distributions graphically. But in 

KODY, probability calculations for The Discrete Uniform, 

Bernoulli, Binomial, Multinomial, Poisson, Geometric, 

Negative Binom, Hypergeometric, Zeta (Zipf), The 

Continuous Uniform, Beta, Normal, Log Normal, 

Exponential, Gamma, Weilbull, Rayleigh, Logistics, Pareto, 

Laplace, Cauchy and Erlang distributions can be performed 

quite easily. Probabilities for various theoretical distributions 

can be calculated in package programs such as Microsoft 

Excel [29], IBM SPSS Statistics [30], MedCalc [31], Statistica 

[32]. However, although these distributions are limited in the 

tools, most of these software are licensed/paid and cannot be 

easily used by researchers regardless of the platform, since 

they operate depending on the operating system. 

In the literature, various parameters belonging to each 

probability distribution are used. These parameters are shown 

in different places in the literature with different symbols and 

different explanations. For this reason, we added the 

description of the relevant parameter for each parameter in 

KODY as tooltip. In this way, researchers will obtain results 

without error by using these tooltips while performing 

probabilistic calculations regarding each probability 

distribution in the software. 

As a result, the open-access web-based software with 

Turkish/English language options may guide and contribute to 

researchers in probabilistic estimation processes regarding 

theoretical distributions. In the later stages of this study, it is 

foreseen to develop simulation processes based on each 

probability distribution. 
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